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Abstract

We consider a stochastic server fed by a set of parallel buffers offering dynamics evolving in discrete-time and following a service called

Єon demand processor sharingє (ODPS). This environment can be encountered in several situations in telecommunications including multi-

class communication switches. In this paper, an analytic study of the multiclass model is proposed by using the concept of virtual queue that

we have presented [Comput. Commun., 23 (2000) 912] and a multi level aggregation technique. The arrival process in each buffer is assumed

to be arbitrary, and possibly auto-correlated, stochastic process. By using the large deviation principle to study the buffers' congestion, we

provide a lower upper bound on the buffers overЇow probabilities. We also consider the problem of ®nding a most likely sample path that

leads to an overЇow control problem, and give some applications of these results in the traf®c engineering of high-speed networks. q 2001

Elsevier Science B.V. All rights reserved.
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1. Introduction

During the next few years, high speed networks and wire-

less networks will provide support for an even greater than

today's varieties of traf®c types including multimedia, real-

time traf®c, digitized voice, encoded video, and data. Some

of these services are very sensitive to congestion phenom-

ena, such as cell losses due to buffer overЇows, and may




buffer for each service class, each handling some number

of media; and employing a service policy called the Єon

demand processor sharingє (ODPS) policy. This policy,

also known as fair queuing, allocates at time n, a fraction

unj;i
of the available capacity to the jth media of class i. It is

clear that, if unji is the proportion of capacity allocated to the

ith class, at instant n, then we have:

Ni
L

require constrained quality of service (QoS) requirements

that are dif®cult to be satis®ed particularly when mobility is

considered.
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j
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An essential step for preventing congestion through a

variety of control mechanisms (e.g. buffer dimensioning,

admission control, resource allocation, and re-routing

tools) is to determine when it can occur by estimating its

probability and to act to prevent congestion by choosing the

appropriate technique.

In this paper, we consider network entities (such as

switches and routers) that can support multiple service

classes and provide different types of QoS for different traf-

®c Їows. We consider that a service class is characterized

by the statistical properties of the incoming traf®c and by its

QoS requirements. The network entity has a dedicated
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where Nni
is the number of media of class i present at time n,

and L is the number of classes.

In this paper, we address the problem of determining the

buffer overЇow probabilities for each class since these

values can help the management of the QoS required by

each class. Typical traf®c in telecommunications networks

is bursty. Thus, one can agree that stochastic processes with

auto-correlation can be useful in modeling this traf®c. The

problem is particularly dif®cult to solve, since it essentially

requires ®nding the distributions of waiting times and queue

lengths in a multiclass G=G=1 setting with auto-correlated

arrival processes and arbitrary service times.

In order to reduce such complexity, we will focus on the

large deviations theory, determine the conditions for an

ef®cient application of the large deviations principle, and
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characterize computable asymptotic expressions for the

overЇow probabilities.

To this end, we will provide a lower upper bound on the

buffer overЇow probabilities (matching up to the ®rst degree

in the exponent). We will assume that we have L classes,

and consider the exponent of the overЇow probabilities as

the optimal value of an appropriate optimal control problem,

which we will explicitly solve and show that the optimal

state trajectories of the control problem correspond to the

most likely modes of overЇow. Using the solution, we can

obtain a detailed characterization of these modes [1].

Our results have important implications in the traf®c

management of high-speed networks, see Ref. [2] for QoS

applications. Our results extend the deterministic worst-case

analysis made in [3] by addressing the case where statistical

measures of QoS are used to achieve more ef®cient utiliza-

tion of the available resources. However, they can be used as

a basis for an admission control mechanism, which provides

class-dependent statistical QoS guarantees. The optimal

control formulation was introduced in a somewhat more

general setting by the authors of Ref. [4], where they

made the emphasis on the analysis of a different scheduling

policy for sharing resources (bandwidth) among media


ODPS model with multiple classes; and (b) the treatment of

stochastic service capacities.

The remaining part of this paper is organized as follows.

In Section 2, we present a brief review of the large devia-

tions principle and present the mathematical basis. In

Section 3, we present a description of our performance

model. Then, we de®ne formally the ODPS policy, and

state the main result of the paper. In Section 4, we present

the problem of optimal control, and show that for every

overЇow scheme, we can associate a sample path where

both arrival and service process can take it. In Section 5,

an approximation of the overЇow probability is given. In

Section 6, we present a congestion management policy

scheme. Section 7 presents the conclusion of this paper.

2. Mathematical basics

In this section, we review some basic results on the theory

of large deviations theory [7,11], that will be used in the

sequel. Consider a sequence {V1,V2,ј} of random variables

with values in /R and de®ne:

Ln
l1l

classes, which starts with the generalized longest queue ®rst.

There is a growing interest in the literature for the appli-

cations of large deviations techniques in telecommunica-

tions systems, see Ref. [5], for a survey. The single class

queue case has received extensive attention [6,7]. The

extension of these ideas to single class networks, although

much harder, has been treated in various versions and

degrees of rigor in Refs. [5,8]. In Ref. [2], the authors obtain

the asymptotic tails of the overЇow probabilities for the

Generalized Processor Sharing (GPS) policy with determi-

nistic service capacity. The analysis they used was based on

a large deviations result for the departure process from a

G=D=1 queue [9]. More recently, Dupuis et al. [10] have

developed a problem formulation for the large deviations

analysis of the GPS policy in a different limiting regime.

In the sequel, we consider the ODPS policy in the

presence of multiple media classes and a stochastic service

capacity. This contributes to treat more complicated service

disciplines. Consider for example the case where we have a

deterministic server and three classes with dedicated

buffers. We give priority to the ®rst stream and use the

GPS policy for the remaining two. The latter two streams

face a server with stochastic capacity, a model of which can

be obtained using the model for the arrival process of the

®rst stream. Note that stochastic capacity signi®cantly alters

the way overЇows occur. The reason is that the large devia-

tion behavior of the departure process from a single class

queue is different with deterministic and stochastic service

capacity [5,8], and this affects the overЇow probabilities in

our model.

Among the main contributions of this work we can

mention: (a) the formulation of the problem of the aggre-

gated large deviation principle (LDP) and its application to


nlogE e Vn:

For the application under consideration, we assume that Vn
is a partial sum process. Namely

n

VnXi;

i
1

where
Xi;
i $ 1;
are identically distributed and possibly

dependent random variables. We will consider the following

assumption:

Assumption A.
L ґ
is said to satisfy Assumption A, iff:

1. The limit L l
limn!1Ln
l
exists ; l [ =R:

2. The origin is in the interior of the convergence domain

DL{luL l
, 1} of L l :

3.
L l
is differentiable in the interior of DLand the deri-

vate tends to in®nity as
l
approaches the boundary of

DL.

4.
L l
is a lower semi continuous, i.e. lim infln!lL ln$

L l ;
;l:

Let us now de®ne the Legendre transform Lpґ
of L ґ ; as

follows:

Lpa
suplal 2 L l
;

It is important to note that L ґ
and Lpґ
are also called

convex duals. Under Assumption A, the Gartner±Ellis theo-

rem, [6] establishes that {Vn} satis®es a LDP with the rate

function Lpґ : In particular, this theorem intuitively asserts

that for large
n
and small e . 0;
the probability that
Vn
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will be also denoting by LXґ
and LpX
ґ
the limiting log-

moment generating function and the large deviations rate

function of the process X, respectively.

3. The multiple class model

The ODPS policy differs from the other policies in

several aspects. Contrary to some other scheduling policies,

such as the generalized processor sharing policy, the long-

est queue ®rst policy, and the generalized longest queue ®rst

Fig. 1. A multiclass model.

belongs to the interval [na 2 e, na 1 e] is given by:

P{Vn[
na 2 e; na 1 e } < e2nLpa:
The Gartner±Ellis theorem generalizes Cramer's theorem

[12], which is applied to independent and identically distrib-

uted (iid) random variables. Similarly, we will consider the

following assumption regarding the sample path LDP

described in Ref. [13].

Assumption B.
L ґ
is said to satisfy Assumption B iff:

For all integer m and all real non-negative e1, e2that are


policy, which operate at higher levels by merging multiple

media that share the same queue class, the ODPS scheduling

policy, operates at lower levels by considering each media

separately. This is essential in a system that has to guarantee

a speci®c QoS to each media. According to ODPS policy,

the scheduling procedure computes at each slot of time n the

fraction unj;i
of the available capacity to the jth media of

class i, which depends on the delivered QoS until the slot

of time n is over. Several policies can be implemented to

compute unj;i
easily that is why we are not concerned with

this problem.

The scheduler can characterize, at each slot of time n, the

set of media Snof all tuples
unk1;ј;m1; јunks;ј;msde®ned by

the following condition:

suf®ciently small, and for every scalar
a0; ј; am21;there

exists M . 0 such that for all n $ M and all k0; ј; kmsatis-


(

Snunks;msuunk1;ms1
# unk2;m2
# ј # unkr;mr;
and


r


A

unks;ms
1
:

fying 1
k0# k1# ј # kmn; we have:


s
1

2

exp 2
ne2 1

h


m2 1

i
0


ki11 2 kiLpai

3



i


Sncorresponds to the set of served media during the interval

of time
n; n 1 1 :
Given Sn, the scheduler computes the

fractions
uni; 1 # i # L; allowed to queue class
i
at slot

time n, as shown below

# P
uVki112Vki2ki11 2 kiaiu # e1n

2
3


uni

unj;i:

#
exp
ne22


m 21

i
0


ki11 2 kiLpai

;
;0 # i # m 2 1:


j[Si
Now, we apply our model to the multiclass media oper-

ating under the ODPS policy that is to be analyzed. We then

Assumption B is a consequence of Mogulskii's theorem

[11]. Intuitively speaking, Assumption B deals with the

probability of sample paths that are constrained to be within

a tube around a Єpolygonalє path made up with linear

segments of slopes a0; ј; am21: A uniform bounding condi-

tion was given in Ref. [7] under which Assumption B can be

satis®ed.

It is widely accepted that the set of processes satisfying

Assumptions A and B is large enough to include renewal,

Markov-modulated, and stationary processes with mild

mixing conditions. Such processes can model Єburstinessє

and are commonly used in modeling the input traf®c to

communication networks.

On a notational remark, in the rest of the paper will be

denoted by

j

ViX;j
Xk;
i # j;

k
i

the partial sum of the random sequence {Xi;
i [ =N}: We


state the main result and provide a brief outline of the

approach to be taken.

Let us assume that a slotted time model (i.e. discrete time)

and consider the system depicted in Fig. 1. Let {Qj; 1 # j #

L} be the set of queues in the system, and Aji
denotes the

number of class j cells, issued from the Nij
media that enter

queue Qjat time i, for 1 # j # L: Each queue Qjhas a ®nite

dynamic buffer equal to Uji;allowed at time i such as

L

UijU;
;i $ 0;

j
1

where U is the total amount buffer of the resource.

The set of queues {Qj; 1 # j # L} share the same server,

which can process Cicells during the time interval
i; i 1 1 :

We assume that the processes {Aji;1 # j # L; i [ =N} are

stationary and mutually independent. However, we allow

dependencies between streams Aij's issued from the same

traf®c media, for ®xed j and different values of i.

Let
Oij
denote the queue length at time
i
(without

C.B. Ahmed et al. / Computer Communications 24 (2001) 860±867



863

counting arrivals at time i) in queue Qj, for 1 # j # L: We

assume that the server allocates its capacity between queues

Qjdynamically according to a work-conserving policy (i.e.

the server never stays idle when there is work in the system).

We also assume that the queue length processes {Oij; 1 #

j # L; i [ =N} are stationary.

To simplify the analysis we consider a discrete-time

ЄЇuidє model, meaning that we will be treating xij; Oij
for

1 # j # L and Cias non-negative real numbers (the amount

of Їuid entering in queue, or served). We assume the follow-

ing stability condition:

L

E Ci.
E xij
;
;i $ 0:

j
1

By assuming an ODPS policy, we have the following

de®nition for sample paths.

De®nition 1.
If each queue Qlhas an allocated amount of

buffer equals to
Unl
at time slot
n, then we can de®ne a

	sample path to be a tuple SPlnUln;U; ~ln; ~xln;where~ul

n2n


uil0#i#n; ~Q nl21Qil0#i#n; ~xlnxli0#i#n
and
X~l
1

Xil0#i#n:
This leads to overЇow of queue
Qlat time
n,

i.e.. Ol0
0; Oln
. Unl:
4. The optimal control problem

We relate the control problem heuristically to the

problem of obtaining an asymptotically tight estimate of

the overЇow probability of some queue assumed to be QL.

For every overЇow sample path leading to OLi
. UiL
there

exists some time i . 0 such that the queue QLis empty.

In order to reduce the computation complexity of the

event OLi
. UiL;we propose to use an aggregation technique

consisting of L 2 1 levels of aggregation, see Ref. [1]. At

the ®rst level of aggregation we are concerned with the


Setting Bln21
to Minj1;ј;l21
Unj
will down size the VBS

model. In the other hand, setting
Bln21
to
lj211 Unj
will

over size the VBS model since a cell rejection can occur

within Jl21
with less then

l 21

	U
	j

n


j
1

cells.

For each value of Bln21; we associate a probability distri-

bution Pln21
Bln21
describing the probability that the aggre-

gate queue Jl21 behaves as a single queue with buffer space

equal to Blln21: In the following, we will de®ne the expression

of Pln21Bn21:
The performance characterization of each level
l
of

aggregation is based on the study and performance evalua-

tion of the queue
Qland the aggregated queue
Jl21

{Ql21; Jl22} of the (l 2 1)th level of aggregation. Each

level of aggregation
l
is conditioned by the probability

Pln21Bln21;Qnl21Pln21Bln21Pln21Qnl21:
This denotes the probability that the aggregated queue

Jl21{Ql21;Jl22} of the (l 2 1)th level of aggregation

is attributed at time n with an amount of resources given by

Bln21; Qnl21
:

4.1. Characterization of the lth aggregate level

Let xij
denote the number of class j's cells issued from the

Nij
media that enter queue
Qjat time I (as mentioned in

Section 3), and {Xli21; xli; i $ 0} and
xLi11
denote the

empirical rates of the (l 2 1)th aggregated arrival process

processes given by Xil21
lm211xmiof the lth queue and C,

respectively. The probability of sustaining {Xil21; xli; i $

0} and
xLi11;in the interval
0; n
for large values of

{Bli21;Uil};
where
Bli211UilBli; Bli21#Bli
# U;
is

given (up to ®rst degree exponent) by:

(
A

performance evaluation of {Q1; Q2}; which we represent

by J1; named aggregate of the ®rst level and for which

we allocate at time n { U1n; u1n;Un2; un2
} where:

(


exp
2

where


n

i
0


FiBli21;Uil;Qil21;uil;Xli21;xli; xiL11


1

U1n1 Un2
B1n;

u1n
1 un2Qn1:

At the
lth level of aggregation 1 , l # L 2 1;
we are

concerned with the performance evaluation of
Jl

{Ql;
Jl21}; named aggregate of the lth level of aggregation

and for which we allocate at time n { Unl;unl;
Bln21;Qnl21

where:

(


FiBli21; Uil; Qil21; uil; Xli21; xli; xLi11

Uil:
LpAlxli1 LpC
uilxLi11

1 Pli21
Bli21; Qil21
Bli21LpAl21Xli21
1 LpC
Qil21xLi11
:

and

Pli21
Bli21; Qil21

Uln 1 Bln21Bln;

unl1Qnl21Qnl;


where Bln21#Bln
# U;

where Qnl21#Qnl#1:


pli21
Uil21; uil21
Pli22
Bli22; Qil22
:

At the lth level of aggregation 1 , l # L 2 1; Bln21 has an

intuitive interpretation, called Virtual Buffer Size (VBS). In

fact, Bln21
represents the total amount of buffer space allo-

cated to
J2l21
at time
n, which means that, if its buffer

contains Bln1
cells, the
Bln21
1 1
th cell will be discarded.


Bli22 1Uli2 1
Bli2 1;

Qil221uil21
Qil21

Also, let pil21
Uil21; uil21pli21
Uil21
:pli21uil21
denote

the probability that Ql21 is allocated
Uil21; uil21
at time i.

This cost function is a consequence of Assumption B.
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With the scaling introduced here as
Bli21;Uil!1;
the

sequence of slopes {a0; ј; am21} converges to the empirical

rate {Xil21;
xli;
xLi11}; and the sum of rate functions appear-

ing in the exponent converges to the sum mentioned in

expression (1).

At each level of aggregation
l, we seek a path with

maximum cost (here the cost function is given by the

summation in the above expression). The optimization

problem corresponding to the queue
Ql, is subject to the

constraints Ol0
0; and Oln
Unl:The Їuid levels in the

queue Ql, Oli; 1 # i # n; are the state variables, the frac-

tions uil; Qiland the allowed amount of resources at the

class lth.The levels Unl;and Bln21
are the control variables.

The dynamics of the system depend on the state and the

employed scheduling policy. Later, we will discuss the

optimization issue.

By applying the ODPS policy at the lth level of aggrega-

tion, while assuming that queue Qlbuffer is equal to Ulnat

time slot n, and conditioned by a total amount allowed to the

lth aggregate Jlequal to { Bln; Qnl
} at time slot n, we ca

determine a ®nite number of sample paths of control trajec-

tory de®ned by:

SPln
Unl;Bln21; ~ln; ~nl21; ~ln; ~ln21


Let the constants { xl; ul;
Xl21; Ql21
; xL11};
and

{el; jl21;eL11;jL11} be strictly positive and consider the

events:

el{uV1A;ln2 nxlu # eln};

El{uV1A;nl212nXl21u # jl21n};

Fl{uV1C;nl2 nulxL11u# eL11n};

Sl{uV1C;nl2 nQl21xL11u # jL11n};

Notice that:

(i) {xl; Xl21} is the mean constant arrival rates of Qland

Jl21
during the interval
0; n ;

(ii) {u l; Q l21} :
is the mean constant proportions of

services offered to Qland Jl21
during the interval
0; n
;

(iii)
xL11: is the mean constant service rate during the

interval
0; n ;

Under the ODPS scheduling policy, the queue Qlbuilds

up in the interval
0; n :
Oil
is given by the following

expression:

where
~lnuil0#i#n; ~Qnl21Qil0#i#n; ~lnxli
0#i#n;

and
X~ ln21Xill0#i#n;
leading to an overЇow of queue
Ql
at time n, i.e. O00; Oln
Uln:



	O
	l

i



i

k
1



xkl 2


i

k
1



uklxLk11

5. An outline of our approach

We assumed earlier that the arrival and service

processes satisfy Assumptions A and B. As we have

noted in Section 2, these assumptions are satis®ed by

processes that are commonly used to model bursty traf®c

in communication networks. Since the number of class j's

cells Aji;1 # j # L; represents the number of arrivals, they

can be assumed to be non-negative, which implies that

their rate function LpX
x ; for X [ {xji;1 # j # L} is in®-

nity for all x , 0:

According to ODPS policy, the server allocates a fraction

uij
of its capacity to queue Qj, at time i. The policy can be

de®ned to be a work-conserving policy. More formally, this

means that it satis®es:

Oji11Oij1 xij2uij:Ci1;
where
x1max 0; x :

At the lth level of aggregation, we are interested in esti-

mating the overЇow probability P Oln
$ UnluSPlln; for some

sample path de®ned by SPln
Uln; Bln21; ~uln; ~Qn21; ~xln; ~Xln21

that occurs at slot time n, for large values of Unl;andBln21:
Finally, we will prove how the overЇow probability can be

minimized.

Let n . 0; and the variables { Unl ; unl
; and
Bln21; Qnl21
}

be the resources allocated to the queues {Ql; Jl21} of the lth

level of aggregation at time n.


Using e1, E1, Fl, S1 and the above relation, we have Onl
$

Uln 2 e0l; where e0l
! 0 as el
! 0; jl21
! 0; eL11
! 0 and

jL11
! 0:By calculating the probability P Oln
$ UnluSPln
of

the overЇow of queue Ql, over a sample path SPln
at the lth

level of aggregation, we obtain:

P Oln$ Unl uSPln<

P elP ElP FlP Sl

The expressions of P(el), P(El), P(Fl) and
P(Sl) can be

rewritten as:

P Onl$UnluSPln
< P{uV1A;ln2 nxlu # eln}P{uV1A;nl212nXl21u

ClnulxL11u
# jl21n}P{uV1;n

# eL11n}P{uV1C;nl2 nQl21xL11u # jL11n};

where n is large enough, and e0l!0 as el! 0; jl21!0;

eL11!0 and jL11!0:

Then, using Assumption B, and for all e1! 0 and e2! 0;

there exists N such that for all n . N; we obtain the following

framing of the probability of an overЇow of queue Ql, over a

sample path SPln; which is achieved at time n if the buffer

space allowed to queue Ql, is equal to Unj
:

exp 2e1n 2 LpSPln
# P Oln
$ UlnuSPln

# exp e2n 2 LpSPln

where:



n
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We have:

Pli21Bli21



pli21Uil21:Pli22Bli22;


865

LpSPln


i
0


FiBli21;Uil;Qil21;uil;Xli21;xli; xLi11:

Bli22 1 Uil2 1
Bli2 1

As a ®nal step to this proof, if we assume that Uln; is suf®-

ciently large, so we have the probability of an overЇow of

queue Ql, over a sample path SPln which is achieved at time n

if the buffer space allowed to queue Ql, is equal to SPln
:

P Oln
$ UnluSPln
< exp 2LpSPln

Hence, we present the following theorem.

Theorem 1.
Under the ODPS policy, and for each level of

aggregation l 1 # l # L 2 1; if we assume that the arrival

and service processes satisfy Assumptions A and B, and for

sample paths of control trajectory de®ned by:

SPln
Unl;Bln21; ~ln; ~nl21; ~ln; ~ln21;
the queue length Oln
of queue Qlat time n, is given by:

P Oln
$ UnluSPln
< exp 2LpSPln
:

This is basically an optimal control problem trajectory

that aims at minimizing the overЇow probability.

5.1. Computation of Pli21Bli21;Qil21

We de®ned Pln21
Bln21; Qnl21
Pln21
Bln21
Pln21Qnl21
as

the probability that the aggregated queue
Jl21

{Ql21;
Jl22} of the (l 2 1)th level aggregate, which attri-

butes at time
n
an amount of resources given by

Bln21; Qnl21
:
Here,
Pln21
Bln21
represents the probability

that Jl21
behaves as a single queue with VBS equal to

Bln21;and Pln21Q1nl21
is the probability that Jl21
receives

a fraction of Qnl2
at time n.

Assuming that the allocation process {unk;n $ 0}1#k#L

is obeying a general probability distribution, then we can

write:

l2 1

Pln21Qnl21
pkn
unk;

unk
Qnl 21
k
1

where pkn
unkdenotes the probability that class queue Qk
receives a proportion of resource equal to
unkat time
n.

Similarly, since ;2 # l # L :

Pli21Bli21;Qil21

pli21Uil21;uli21Pli22Bli22;Qil22

Bli2 2 1 Uil21
Bli21;

Qil221uil21
Qil21

and ;1 # j # L 2 1; Pij
Bji;QijPjiBjiPijQij:

where:

pli21
Uli21
P Oli21
$ Uil21uSPli21
2 P Oli21

$ Uli21 1 1uSPli21

and Pli22
Bli22
is obtained recursively by using the formula

given above.

6. QoS management policy

Multimedia applications in high-speed networks share

several important features, which represent a major depar-

ture from conventional computer data applications. First,

they usually require real-time transmission of continuous

media information such as digital video and audio. To

support real-time traf®c, the network must also support

and guarantee the continuity of QoS while maintaining the

integrity and the QoS of each traf®c class in the system.

As the use of multimedia applications increases, so are

the demand for resources required to support them. Network

resources such as bandwidth, buffer space and processing

time at each switch of the high speed network, should be

allocated in a cost-effective manner. Each application

expects the network to support a desired QoS. The service

provider is interested to provide the desired QoS as ef®-

ciently as possible.

For the sake of simplicity, let us consider the case of

ATM networks. In order to prevent gross misuse of ATM

network resources, it is reasonable to include mechanisms

for congestion management at all access points of a public

ATM network. Let R be an ATM route de®ned by a set of

ATM switches {r, r [ R}. In the remaining part of the paper

we will use the symbol X(r) to be the value of the parameter

X at switch r.

Assume that at time slot i, the paths of control trajectories

at some ATM node r, corresponding to queue {Qjr ; 1 #

j # L}; satisfy the following conditions:

i
i

; 1 # j # L : Oijrxkjr2
ukjrxLk11r# Ujir
k
1
k
1

and

L

UikrU r ;

k
1

where Uikr; 1 # k # L; r [ R; denotes the buffer space

allocated to queue class Qk(r) at time i. By using matrix

form, we can rewrite the latter expression as:

!Oi
r!Xir
2 Qi
r :!Cir
#!Uir ;
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where
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the probability distribution of the queue length

!Oi
r
Ojir1#j#L;!Xir


2i3

xjkr


;


CLRjOverflow;kr< exp 2LpSPnj
r
for some sample

path SPnj
r ; at time slot n. The instantaneous expressions

k
1


1#j#L


of these parameters that correspond to the jth queue class at

and!Uir
Uki
r1#k#L;are
L-column vectors. Also,


time k of the rth ATM switch and for some sample path

!CirxLk11
r1#k#i
is an i-column vector, and Qir

ukj
r1#k#i1#j#L
is an Lxi-matrix.

Our objective is to ensure a strong predictive resource


SPnj
r
are given by:

Ukjr21



P Onj
r
$ q r uSPnj
r

allocation scheme, such that the overЇow at each class

queue remains less than the threshold in the interval of

time
i 1 1; n : This can be done by:


jr<

MCDkjSPn


q
0

Unjr21


Ckj
r


;

І
Predicting both arrival and service rates, i.e.

xlkr ; xLk11
r
; i 1 1 # k # n;
1 # l # L
;
which can

be done using Kalman ®lters.

І
Choosing
optimal
values
of
resources




CDVjn
SPkjr<



q
0

V


2q 1 1 P Okjr$ q r uSPkjr
Cjkr2

W2
{Ukl
r ; uLk11
r ; i 1 1 # k # n; 1 # l # L; r [ R};

which will be allocated to each queue class such that the


`Ukjr2 1

X


a

P Okj
r
$ q r uSPkj
rY
following conditions are respected:

; i 1 1 # k # n; ; 1 # j # L


2


q
0


Cjkr2

:


V

bb`bCLRjOverflow;kR# CLRjThresholdR;

	CDV
	j

Overflow;kR#CDVjThresholdR


bXb


2


Hence, the approximation of MCDOverflowj;kRcan be given

as:

	MCD
	j

Overflow;kR<MCDjOverflow;kSPkjr:


r[R

where:

	
MDV
	j

Overflow;kR#MDVjThresholdR



Similarly, an approximation of CDVjOverflow;kRcan be

given by:

±
CLRjOverflow;kRis the overЇow probability (Cell Loss

Rate) of queue class j at time k over the route R, and

	
CDV
	j

Overflow;kR<





r[R

	
CDV
	j

Overflow;kSPjkr:


CLRjThresholdRis the threshold probability of the jth

queue class over the route R.

±
CDVjOverflow;kRis the Cell Delay Variation of queue

class j at time k over the route R, and CDVjThresholdR
is the threshold cell delay variation of the
jth queue

class over the route R.

±
MDVjOverflow;kRis the Mean Delay Variation of

queue class
j
at time
k
over the route
R, and

MDVjThresholdRis the threshold mean delay variation

of the jth queue class over the route R.

Note that since the overЇow probability is assumed to be

small, an approximation of CLRjOverflow;kRis given as

follows:

	CLR
	-53j

Overflow;kR<CLRjOverflow;kr


r[R

where CLRjOverflow;kris the overЇow probability of queue

class j at time k over the ATM switch r. Using Theorem 1,

we have:

CLRjOverflow;kSPnjr
< exp 2LpSPnj
r
:

Now, let us consider the evaluation of the expressions of

the mean cell delay, and cell delay variation in our ATM

network. We can prove easily how all of them are related to


To do this, the resource manager and the scheduling

policy must force the dynamics of the sample paths, i.e.

SPjkr;
i 1 1 # k # n;
1 # j # L;
r [ R;
such that the

conditions given in Eq. (2) are respected. The predictive

algorithm that we propose operates as following:

Predictive algorithm

For: ; i 1 1 # k # n; 1 # j # L;

Find SPkj
r ; ;r [ R; such that: ;i 1 1 # k # n; ;1 #

j # L :

	CLR
	j

Overflow;kSPnjr#CLRjThresholdR


r[R

	MCD
	j

Overflow;kSPkjr#MCDjThresholdR


r[R

	CDV
	j

Overflow;kSPkjr#CDVjThresholdR


r[R

and ~kr
~kr
2 Qkr
~kr
#
~kr ; ;r [ R:

7. Conclusions

To conclude, we considered a multiclass model that

C.B. Ahmed et al. / Computer Communications 24 (2001) 860±867
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allows the performance evaluation and analysis of several

telecommunications entities including switches and routers.

The entities are assumed to offer dedicated buffers for each

service class.

Under the ODPS policy, we have obtained the asymptotic

tail of the overЇow probability for each buffer using the

concept of VBS model and a technical aggregation. We

have addressed the case of multiplexing L streams by using

the VBS model and
L 2 1
hierarchical aggregation scheme.

Using the standard large deviations methodology, we

provided a lower upper bound on the buffer overЇow prob-

abilities (matching up to ®rst degree of the exponent). We

formulated the problem of congestion management by using

the Kalman ®lters. Finally, this formulation provides a parti-

cular insight into the problem, as it offers an explicit char-

acterization of the most likely traf®c characteristics.
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